
Introdu
tion to Probability Theory IIExer
ise 2, Autumn 20091. Let X and Y be independent random variables with means µ1 and µ2, andvarian
es σ1 and σ2, respe
tively. Present, using these, followinga) E(aX + bY), where a and b are 
onstants;b) D2(aX + bY), where a and b are 
onstants;
) E
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).2. Determine the p�fra
tile of random variable X for p = 0.5, p = 0.75 and

p = 0.99, whena) X ∼ Tas(0, 1),b) X ∼ Exp(2),
) X ∼ N(1/2
1/4).3. Let P(A) = p. Determine the probability generating fun
tion of the indi-
ator 1A and use this to determine the probability generating fun
tion ofdistribution Bin(n, p).4. Let X be a N�valued random variable and G the probability generatingfun
tion of X.a) Cal
ulate G(0) and G(1).b) Express the probability that X is even using G.5. Let X and Y be independent random variables. Determine the 
onditionaldistribution

P{X = k | X + Y = n}, for k = 0,1, . . . ,n,,whena) X ∼ Bin(n1, p) and Y ∼ Bin(n2, p),b) X,Y ∼ Geom(p).6. (Jenssen's inequality) Suppose that g is di�erentiable and its derivativeis in
reasing. Show that, if random variables X and g(X) have expe
tedvalue, then
g(E(X)) ≤ E(g(X)).Hint: Prove �rst following lemma:If g′ is in
reasing, then

g′(y)(x − y) ≤ g(x) − g(y).for every x, y ∈ R.


